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Scientific Context

Many studies have shown that learning models can lead to inequality of treatment and unfair
decisions [1]. A decision algorithm is said to be “unfair” if it’s outcome depends (even indi-
rectly) on some protected attribute (e.g. race, gender, etc.). Many efforts have been made to
improve fairness in machine learning. However, there are many ways to define the dependency
(or lack thereof) between the attributes and the decision making process, and therefore many
ways to define fairness. One form of “fairness” may be in conflict with another form of fairness
(e.g. individual and group fairness) or with the accuracy of the model. For these reasons,
“it is nearly impossible to understand how one fairness solution would fare under a different
definition of fairness”[1].

In much of the literature, however, the protected attributes are mostly discrete, encoding
the fact that an individual belongs (or does not) belong to one or more groups. The definition
of these groups may be based on legal definitions or simply rely on what is available in the
datasets. A challenge in this context is to take into account the intersectionality of possible
discriminations faced by individuals [2]. This leads to several problems e.g. underrepresenta-
tion and the need to adjust the definition of fairness [3]. But, even with intersectionality in
mind, the sensitive attribute mainly relies on a set of discrete attributes.

Objectives

The aim of this project is to explore alternatives to the use of discrete variables to encode
sensitive attributes. One possible way is to use a graph (the sensitive network) to encode
proximity/relationship between individuals. In this context, fairness could be defined as the
lack of correlation between the existence of relationships and the decision/score. An intuitive
example of an “unfair decision” is hiring only people who know the same people in the network.

There is a “fair” amount of literature on fairness in machine learning on graphs [4]. In our
case, however, the decision process could take any kind of data as input, but fairness would be
access according to a sensitive network. Note that the latter can also encode simple discrete
attributes. For example, isolated cliques of people could be used to encode the fact that the
individuals belong to a single group.
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The objectives of this internship are to

1. Develop a state-of-the-art on alternative notions of algorithmic fairness in the context
of intersectionality.

2. Reformulate well-known definitions of group fairness in the context of simple sensitive
networks.

3. Find potential case studies and datasets in order to start a benchmark.

4. Implement measures of network fairness and evaluate them on the datasets.
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Requirements

We are looking for a M2 mathematics/computer science student (or equivalent) with an inter-
est and skills in data analysis, graph mining and fairness in machine learning. A background
in the humanities (sociology, philosophy, etc.) is a big plus.

• With an interest for academic research. Able to work both in a team and independently

• With good python skills

• With good writing skills

• A good English level
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